SET-A
SOLUTION-1
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_1.jpg]
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_2.jpg]
      						OR
SOLUTION-1
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_3.jpg]
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_4.jpg]

















SOLUTION-2
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_5.jpg]
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_6.jpg]
OR
SOLUTION-2
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_7.jpg]
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_8.jpg]

SOLUTION-3
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_9.jpg]
 
OR
SOLUTION-3
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_10.jpg]






SOLUTION-4
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_11.jpg]
OR
SOLUTION-4
[image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_12.jpg][image: C:\Users\riet\Desktop\New folder\New Doc 2018-02-19_13.jpg]
image7.jpeg
An optimization or a mathematical programiniis
problem can be stated as follows :

minimize f(x)

subject to g,(x)<0, J=1,2, ,m} (D
hy(x)=0, k =1,2, 00 ,P

where X is an n-dimensional veetor (X, X,....,X, ) called

the decision vector, f(x) is the objective functlon and g g X)<
0 and hk(\) = 0 are the mequallty and equality constramls
respectively. The problem (1) is a constrained optimization
problem. If there are no constraints present, the optimization
problem becomes

minimize

f(X) ..(2)

where X = (X, Xy )T

This is called 'm unconstrained optimization problem

There are three main parts of a constrained optimization
problem:

(1) Objective function : Every problem has a criterion
(aim) to be satisfied e.g. to produce the acceptable design or
to have a profit or cost should be less etc. These all criterions
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can be expressed with the help of the decision variables called
the objective function. In general a function to be optimized is
called to objective function.

(2) Constraints : In most of the problems, decision
variables depend on certain conditions/requirements and cannot
be chosen arbitrarily. The restrictions that must be satisfied
by the decision variables are called the constraints.

(3) Non-negativity restrictions : The conditions x.20
on all the variables xi are essential in any real design problem
and are known as non-negativity restrictions.
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Let x & y be the number of belts A and B
respectively, produced by the company

Maximize Z=10x+ 5y
Subjectto x +y < 850

x < 500

y < 700

2x +y < 1000
X,y20
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Let x, and x, be the tons of paper of grade A&
grade B produced every week.
Maximize Z =200 x, + 500 x,
Subjectto  x, <400
X, < 300
0.2x, + 0.4x, < 160
X1, X 20




image11.jpeg
ol i et et S 5 AU A bl il = 4

imizati “the probl
Optimization can solve most of the problem of
engineering. Some of the applications from different fie|gg

are given below: . L.
1. gOptimiz,ation techniques are used in designing of electrica

networks. L.

2. All the computers of big orgams:;atnon are now-a-dayg
interconnected, the knowledge of. Job-§equencnng helpin
solving the problems of inter connections.

3. Preparing software is an important job of computer
engineering. They prepare algorithms of all important
problems solvable by one of the O.T. method. 1

4. Planning, maintenance, replacement of electrical
equipment so as to reduce operating cost. ’

5. By knowledge of O.T. the design of machinary such as
motors, generators etc. can be optimize.

6. In preparing websites, the knowledge of O.R. techniques
of sequencing and scheduling is very essential.

7. In information technology, the queuing networks have

8

9

vast applications.
The renewal model of programme behaviour is dealt by’
stochastic process. 1
. Designing optimum transmission line networks going
from power house to the consumption areas.
10. In the selection of location and layout of sites for power|
production.
11. The probability and statistics theory and queuing theory
are important in computer performance evaluations.
12. For future planning, estimating the power needs.
13. Modelingand analysis is of great use in computer engineering
14. Scheduling and sequencing the production by propéf
allocation of available plants, machinary and power
15. In the control and development of new power project*
16. Evaluating reliability of alternative design of electric?
- €quipments.
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Sol. Here all the constraints of the problem are given in the form of equations. On
examining the constraints carefully, we conclude that for getting an identity matrix. we only
requiretwo moreunit vectors ¢ and e as ey isalready present (vector associated to x4 ). Thus
we shall add artificial variables only in the first two constraints. Therefore new problem is as

follows:

Max T z=x, +2X, 433, - X, - Mx, - Mx,

st X, +2x, +3x;  +Xg =15 3
2x,+x, +5x; +x, =20 by
X, +2X, +X +X, =10

and X, X, Xy, XXX, 20

Cocfficient matrix of the constraint system
123010

A=[2 150 0 1| =[og 0y 030,050

121100

Clearly initial basis B= [e| e, e3]=[as 0t 04 ] and initial simplex tables are given

elow :
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In the above table IV. all the values of (:J -r‘) >0

Therefore the solution is optimal solution.
Hence optiomal solution of the given problem is X, = 5/2. +, = $/2. %, =5/2.%, =0
and Maximum z=1x(5/2)+2x (5/2) +3x(5/2) =15. Ans.
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ormulation of the probicii =

Sol. Mathematical F a . . -
v pills of size A and y pills of size B for immediate relief,

Suppose the patient take

Let the total number of pills be z, then

=4y |objective function| ... (1)

The quantities of the asprin, bicarbonate and codeine consumed by the patient are

2y 4+ v Sv 8y and X +0Y rcspccln’cly.
Since their minimum requirements are 12, 74 and 24 grains respectively, so the

onstraints / restrictions arc :

2x+y 2 12 = (2)
Sx+8y 274 = (3)
X+6y 224 .. (4)
Morcover the number of pills cannot be negative. so
x20,y20
Hence the mathematical formulation of the given LPP is as follows
Minimize z=x+y [objective function] ()
subject to 2x+y212
’ . ﬁ::?;’ i Zz [constraints) .. (I
and x20, v20 [nonnegative condition) .. (1)
Graphical Solution: The bounding lines corresponding to the constraints are:
¥ 2x+y =12
X v
or, —t—=
= gt (@)
5x+8y=74
X y
or, —_—t——=
1487925 - (B)
X+6y=24
X .Y
or, —+==
© aty 1 sull6)
r=0 (d)
. - y=0
Drawing these lines in a two dimensional : s8]

plane and considering the feasible region for :

ach constraint wi i regi { T m 1
c find that their common region i ¢., the feasible egion of the p -obl is
roblel

e unhounded shaded arca with A
.B.C D asi i
Further we find that these corner points ir:s k-
A00,12);B(2,8);C(126 /1T

" . o 2
he value of the objective function at these <omer po 3/11) and D (24, 0)

ints are given below :
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S.No. Vertex / Corner Co-ordinates Valuc of =

1 A T

,,(,(,[12) o - P
2 B (2,8) 10
3 « (105.2.09) =~ 12.39
4 D (24.0) 24
Since =

= has minimum value at onc of the corner points of the feasible region. so we
find that it is minimum at B wherex ~ 2and y 8.

Hence the patient should take 2 pills of size 4 and 8 pills of size B to get immediate
relief,
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Sol.  The bounding lines of the constraints in the problem arc as follows:

X +x =4
Y, L
or el ate v 1 .. (a)
6x, + 2v, =8
&
or 13 + 7 = 1 «x(b) T
Y, + 5y, =4
k) X,
or T] * 35 1 .. (c)
X =3 W (d) Yre
x, =3 .. (e)
x =0 ()
=0 . (8)

Drawing these lines in two dimensional plane. we determine the feasible region of the

corresponding  incqualitics. The common region of the shaded polygon ABCDE is the
-}'cﬂsiblc region of (he problem.

On solving. we obtain
A (114,057 B(3.02): C3.1): D(1.3);: and E (0.33,3)




image4.jpeg
The value of the objective function at these vertices are piven below

Vertex / Corner

Co-ordinates

Value of z

A (1.14, 057 ) 228+ 1.72=4
B (3.02) 6+ (0.6) = 6.6
C (3, 1) 6 +3=9
D (1.3) 249 =11
I (173,3) 0.66 +9 ~ 9.66

From the above table it is clear that the value of the objective function is minimum at
the vertex 4 (1.14, 0.57 ). Thercfore optimal solution of the problem is :
x; =1.14, x, = 0.57 and min. z = 4. Ans.
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q Optimization problem can be classified on gy
baais oF ollowing different factors

1 Existence of constralnts
Any optintization problerm can be classified as constraineg
oF uneonstrained, depending on whether or not constraints ex iy
in the problem
Constentned optimization problem ¢ If the given problem
has constraints, it is a constrained optimization problem.
minimize {N)

subjectto g (X) = 0, J=12,...m
h(X)= 0, k=1,2, ,p

{ = 1

Xo= (X Xy x,)

is a most general constrained optimization problem,
Unconstrained optimization problem : A problem with no
constraints attached to it is an unconstrained problem - The
problem minimize f{X) for X = (X, X5 s x")"
is a general unconstrained problem.
2. Classification based on the nature of design variables
In this. depending on the values permitted for the design
variables, problems can be classified as real valued and integer
valued programming problem.
Integer programming problem is a linear programming
problem in which some or all the variables take integer values.
3. Classification based on the nature of the functions
involved
The problems are further can be classified in the following
catagories: :
(i) Linear programming problem (LPP) : In the
programming problem, if all the functions involved are linear
in nature with the non-negativity condition, then itiscalleda
linear programming problem. The general linear programming
problem is :

min f{X) = Z;.Ci"i

n
st LAKisb I=1,2,.,m
i=l

and xi20.i= 1,2,3,...0n

where C|, a, b, s are all constants.

(ii) Non-linear programming problem : If any of the.
function f(X); g,(X)J = 1,2, ... m; h(X), k=1,2,..sP
non-linear, then the programming is called a non-linea%
programming problem. '
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ing pmbkm witha quadrat; : |

48 pstraints is called a quadratic ic Objective function r|

. s must satisty the non-negativi ning
ty condit

" rm of QPP 1ons,

[t (‘ncrll fol Ql g

n

fX)=2 ¥Q

in =)oy u¥X, "*ZQV‘ +C
Z‘J‘ =b.J=12 .

X20i=12 B
where Q- €. 4. .;samantonstams

(iv) Geometric programming problem : A geometric

ming problem is one in which the ob;
jective fi
:‘f,;’"nmmts are expressed as posynomials in X unction

A function h(X) is called a Posynomial if
Wd as the sum of power terms each of the lro:']mﬂn >

C xj" X3 xgm
mc a,'s are constants with C . x_> .
Thus a posynomml with N terms \.anjbe expressed as

§0=C, X" x5 X3y 4

st -~ m

CN xl\l x .A..x:\"
A general geometric programming problem is

Ng (on
min f(X)= ZC.Lfo” }.c, >0>x, >0
=N
Ny (n
st g 0= Za,k Ll‘[x]‘*}>0z
sl
Ii>0>x >0, k— ] 2,...m
where N, and N, denote the number of posynomial terms
e objective function and k" constraint function respectively.
{Physical structure of the problem
Itcan be classified in the following two catagories
(a) Optimal control problem : A mathematical
ing problem involving a number of stages where
Stage is evolved from the proceeding stages in a prescribed

®)Non-optimal control problem.

Nuaber of objective functions

.. “ePending on the number of objective functions to be
%d’ Optimization problems can be classified as single

jective programming problem.
Standard multiobjective programming problem : Find





