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Sol. The bounding lines  corresponding to the inequalities of the given constantrammts

are
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inequality of the given constraints, we find that the feasible region contains only one posmt A
(3,3) and the constraint 2x + 3y >3 is redundant.

y

Hence the maximum. and minimum values of the objective function = are same
=5x3+3x3=15+9=24

Hence Proved.
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X, =400/13, %= 150/13,2= 1800/13 Ans.
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Sol. The bounding lines corresponding to the incqualities of the given constantraints

are:
*2 X=X, =0 .. (a)
x - 5.\‘1 = -5 .. (B)
x, =0 o (2
x,=0 w {d)

Draw these lines in a two
dimensional plane and consider the solution
region for cach inequality of the given
constraints. We find that the feasible region
i.e., their common solution region is
unbounded from one side.

Butitis clear from the figure that the
objective function z attains its minimum value at the point A which is the intersection

of the two lines x; —x; =0 and —x) +5x) = 5.

x'y

Solving them, we get x, = 5/4 = x,

and its minimum value is  2.5/4-10.5/4=-10.

Thus minimum value of z =-10. Ans.
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Let x & y be the number of belts A and B
respectively, produced by the company

Maximize Z=10x+ 5y
Subjectto x +y < 850

x < 500

y < 700

2x +y < 1000
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Let x, and x, be the tons of paper of grade A&
grade B produced every week.
Maximize Z =200 x, + 500 x,
Subjectto  x, <400
X, < 300
0.2x, + 0.4x, < 160
X1, X 20
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imizati “the probl
Optimization can solve most of the problem of
engineering. Some of the applications from different fie|gg

are given below: . L.
1. gOptimiz,ation techniques are used in designing of electrica

networks. L.

2. All the computers of big orgams:;atnon are now-a-dayg
interconnected, the knowledge of. Job-§equencnng helpin
solving the problems of inter connections.

3. Preparing software is an important job of computer
engineering. They prepare algorithms of all important
problems solvable by one of the O.T. method. 1

4. Planning, maintenance, replacement of electrical
equipment so as to reduce operating cost. ’

5. By knowledge of O.T. the design of machinary such as
motors, generators etc. can be optimize.

6. In preparing websites, the knowledge of O.R. techniques
of sequencing and scheduling is very essential.

7. In information technology, the queuing networks have

8

9

vast applications.
The renewal model of programme behaviour is dealt by’
stochastic process. 1
. Designing optimum transmission line networks going
from power house to the consumption areas.
10. In the selection of location and layout of sites for power|
production.
11. The probability and statistics theory and queuing theory
are important in computer performance evaluations.
12. For future planning, estimating the power needs.
13. Modelingand analysis is of great use in computer engineering
14. Scheduling and sequencing the production by propéf
allocation of available plants, machinary and power
15. In the control and development of new power project*
16. Evaluating reliability of alternative design of electric?
- €quipments.
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2. Optimization (Meaning and Nature)

Optimization is the process of getting the best result under
given circumstances. In design, construction and maintenance
of any engineering system, engineers have to take many
technological and managerial decisions at several stages. The
ultimate aim of all such decisions is either to minimize the
effort required or to maximize the desired benifit. Since the
efforts required or benefit desired in any practical situation
can be expressed as a function of certain decision variables.

Hence a number of optimization methods have been
developed for solving different types of optimization problems.

The term optimization can also be defined as follows:
(i) Optimization is the process of computing the conditions .

which result in the maximum or minimum value of the

function.
(ii) Optimization isthe decision process of using the scare resources
in such a manner that the ultimate results are optimal.
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The ‘optimization techniques’ are also known as
‘Mathematical Programming techniques’ which gives the best
results, under the given conditions, to the given programming
problems.

The optimum seeking methods are also known as
‘Mathematical Programming Techniques’ and are generally
studied as a part of operations research (OR). Operations
research is a branch of mathematics concerned with the
application of scientific methods and techniques to decision

making problems and with establishing the best or optimal
solutions.
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(A) Mathemat
I‘n\grmmnmg techniques

(1) Calculus methods
(classical optimization
techniques)

(i) Calculus of variations
(i11) Lincar programming
(V) Non-linear programming
(v) Geometric programming
(V1) Quadratic programming
(vii) Dynamic programming
(viii) Integer programming
(ix) Separable programming
(x) Inventory control programming
(xi) Assignment problems
(xii) Transportation problems
(x1ii) Goal programming

Optimization Techniques

(B)S

stical Methods

(i) Regression analysis
(ii) Design of experiments
(iii) Discriminate Analysis
(iv) Cluster analysis or
Pattern recognition

(C) Stochastic Process

!

(i) Queuing theory

(ii) Simulation methods
(iii) Markov Process
(iv) Statistical decision

(v) Renewal/Replacement theory

(iv) Reliability theory

G
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